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ABSTRACT
Rheumatologists determine treatment plan based on the in-
flammation of knee joints affected by arthritis. Extraction of
the inflamed region or hotspot from the knee thermogram is
the prerequisite for grading of inflammation and classification of
different arthritis. In this paper, we propose an automatic method
for extracting the inflamed region from the knee thermograms.
We propose an ensemble technique to arrive at a consensus
segmentation of the hotspot region. We have used variation of
information based information theoretic approach to generate
consensus segmentation. The fusion of multiple segmentation
maps is achieved using local search based greedy iterated con-
ditional modes algorithm to obtain final segmentation result.
Experiments show that our proposal scores significantly bet-
ter in detecting hotspots in more than 50 inflammatory knee
thermograms.

Index Terms– Thermal Image, Consensus Segmentation,
Variation of Information

1. INTRODUCTION

The treatment plan for a patient suffering from arthritis depends
on inflammation at the knee [1]. Grade of inflammation indicates
the severity of joint damage [2]. Clinicians try to reduce the in-
flammation to prevent further joint damage [3][4]. Inflammation
of joints increase the temperature of the skin surface of the joint.
Thermal medical imaging is a relatively inexpensive quick tool
to diagnose increased temperature at inflamed region [5]. In a
recent work, inflammation was monitored using thermal imag-
ing [6]. Fig. 1 shows typical knee thermograms in pseudocolor
(first row) and in gray scale(second row).

The prerequisite for detecting inflamed region at higher tem-
perature or hotspots in the knee thremograms is a stable image
segmentation technique. This identification of hotspots has ma-
jor clinical importance to predict patient’s prognosis. Expert
guided manual segmentation of inflamed region is expensive and
time consuming and suffers from observer variability. The auto-
matic identification of hotspots should act as the major catalyst
for wider acceptability of thermograms for arthritis management.
To the best of our knowledge, the proposal in this paper is first
of its kind suggesting automatic use of thermograms for arthritis
management or similar such applications.

The prior works on the segmentation of thermal image in-
cludes k-means [7], FCM [8], Otsu thrsholding [9] or region
growing [10]. The performance of these methods is sensitive
to prior knowledge of the number of clusters. Region growing
requires preset threshold for region merging. In contrast, we pro-
pose an energy function based method for extraction of inflamed
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Fig. 1. Knee thermograms: (first row) in pseudocolor (second
row) in gray palette.

region from thermal images. The energy function integrates in-
formation received from multiple segmentations. This consensus
selection of segmentations from multiple sources relies on infor-
mation theoretic measure of variation of information. Note that
our method does not use any threshold or parameter to control
segmentation. Local search based greedy optimization similar
to iterated conditional modes is used for optimization of the en-
ergy function. The process pipeline of our approach is shown in
Fig. 2.

The segmentation of hotspots has following specific clinical
advantage:

1. Early non-invasive estimation of inflammation (sub-clinical)
condition.

2. Dosimetric quantification: A measure of the spread of the
hotspot is linked to severity of inflammation. This can
help clinicians to determine dosimetric quantification dur-
ing follow up.

3. Observer independence: Automatic segmentation can re-
duce the observer variability in the detection of the area of
the hotspot.

4. Wider acceptability: The proposed prototype should act
as a major proof of concept for the use of thermal imaging
for diagnostic purpose.

Next we discuss the proposed methodology. Section 3 presents
results and discussions followed by conclusions.

2. METHODOLOGY

As mentioned in the introduction, the primary goal for the pro-
posed segmentation is to fuse information from multiple seg-
mentations of the input thermogram. The motivation being to
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Fig. 2. Block diagram of the proposed approach.

find the core and stable hotspot region(s) quickly arriving at a
consensus from multiple information sources. We propose to in-
troduce information theoretic measure to achieve at consensus
image segmentation. Variation of information (VoI) is the infor-
mation theoretic measure used in our approach. VoI is used to
fuse an ensemble of primary image segmentation techniques.

Why consensus approach? The use of consensus in seg-
mentation is a well-researched topic [11]. It is already well ac-
cepted in data clustering community [12]. A reasonable goal for
the consensus answer is to seek a clustering that shares the most
information within different groupings. Each of the clusterings
may suffer from individual initialization issues. Each of the clus-
terings may employ different optimization approaches ending in
solution to the minimization of intra-cluster variance and maxi-
mization of inter-cluster distances. A consensus is a solution that
is closest to all groupings available.

The solution of consensus segmentation using exhaustive
comparison between every pair of segments is a computationally
challenging problem. A possible approach could be to declare
a base segmentation and compare all other segmentations with
respect to the base segmentation using a distance metric [13].
The underlying assumptions being that the distance should be a
perfect metric. The variation of information (VoI) that we have
used is a perfect metric.

Next we present the generation of segmentation ensemble
followed by the description of VoI.

2.1. Generation of Segmentation Ensemble

For ease of understanding, we can assume that the initial seg-
mentation maps are the result of a clustering approach where
number of clusters is varied. In this context, it is well known that
finding number of clusters for a data set is a difficult problem.
And in that sense our VoI based ensemble approach achieves
better segmentation compared to any individual segmentation
or clustering approach with pre-determined number of clusters.
However, note that selection of clusetring algorithm or a set of
specific segmentation techniques is not a prerequisite to our ap-
proach. As the cluster ensemble is populated with the segmenta-
tion maps obtained by clustering the image with different num-
ber of clusters. Therefore, any clustering method may be used.

Assuming there are Γi clusterings, i = 1, 2, · · · , n, the ther-
mal image is clustered n times. For ease of understanding, as-
sume that each of n clusterings are obtained by varying the num-
ber of clusters from at least two to a certain preset value.

Assume Γi clustering produces a segmentation of the ther-
mal image, S(Γi) = {S1(Γi), S2(Γi), · · · , Sm(Γi)}, generating
m numbers of segments in the thermal image. As i varies, differ-

ent number of segments will be produced for the same thermal
image. Our objective is to fuse information from these segments
using variation of information.

Fig. 3 shows an example of segmentation maps (first three
rows) generated using FCM algorithm [14] for different num-
bers of clusters. Different segments have been represented by
different colors. The final result is shown in the last row of the
image along with the original thermogram.

For the specific problem at hand, we have two specific ad-
vantages. First, to detect hotspot, we are looking for the segment
having highest intensity values. These regions with highest in-
tensity values represent skin surface area having maximum tem-
perature. Second, the hotspot regions have noticeable contrast.
We utilize this information in designing the integrated energy
function to detect hotspots. But before that, we present the infor-
mation theoretic measure to generate consensus segmentation.

Fig. 3. Example of segmentation ensemble and fusion result.
First three rows of the image (15 segmentation maps) show
FCM [14] clustering results. First image of the last row is
the thermogram and the second image is the result of proposed
method.

2.2. Variation of Information
Variation of information is a well known method for compar-
ing lattice of partitions. The lattice of partitions in this problem
are S(Γi), i = 1, 2, · · · , n. To compare partitions Sk(Γi) and
Sl(Γj) where kth segment obtained through clustering Γi and lth
segment obtained through clustering Γj , the information mea-
sured from kth and lth segments are combined at the expense of
mutual information obtained by any one partition by the other.
Entropy is used as a standard measure of information for both
kth and lth segments. Therefore, the variation of information is
given by,

V oI(Sk(Γi), Sl(Γj))

= H(Sk(Γi)) +H(Sl(Γj))− 2MI(Sk(Γi), Sl(Γj)).(1)

where H(Sk(Γi)) and H(Sl(Γj)) represent the general en-
tropy of the two segments Sk(Γi) and Sl(Γj) respectively.
MI(Sk(Γi), Sl(Γj)) is the mutual information between seg-
ments Sk(Γi) and Sl(Γj).

The mutual information between two clusterings is the joint
distributions of the random variables associated with respective
clusterings. Let α and α′ are random variables for Sk(Γi) and
Sl(Γj) respectively. The joint probability P (α, α′) is given by,

P (α, α′) =
|Sk(Γi) ∩ Sl(Γj)|

D
. (2)
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where |Sk(Γi)∩ Sl(Γj)| represents points belonging to segment
Sk that is contained in segment Sl and D being the total number
of data points. Given this the mutual information between the
clusterings Sk(Γi) and Sl(Γj) is given by,

MI(Sk(Γi), Sl(Γj)) =
∑
α

′∑
α

P (α, α′)log
P (α, α′)

P (α)P (α′)
. (3)

Intuitively, we can think of MI(Sk(Γi), Sl(Γj)) as follows: We
are given a random point in D. The uncertainty about its cluster
in Sk(Γi) is measured by H(Sk(Γi). Suppose now that we are
told which cluster the point belongs to in S(Γi). How much does
this knowledge reduce the uncertainty of the point belonging to
S(Γj)? This reduction in uncertainty, averaged over all points,
is equal to the mutual information [15].

2.2.1. Is VoI enough?
We have earlier mentioned that hotspots have significant image
contrast. Therefore, in addition to minimizing mutual variation
of information to detect stable core hotspots from thermal im-
ages, the consensus region should have sharp image contrast. In
order to incorporate image contrast feature, we have evaluated
the gradient of image.

E(S(Γi)) =

m∑
j=1

∆(Sj(Γi)). (4)

The gradient of the segment ∆(Sj(Γi)) is evaluated using 2× 2
Robert’s cross operator mask [16]. Next we present the algo-
rithm for detecting hotspots considering variation of information
between segments and their gradient based contrasts.

2.3. Minimization for Consensus Segmentation
Consensus segmentation is obtained minimizing the variation of
information between segments. At the same time gradient based
contrast should be maximized for the hotspot regions. Therefore,
the energy function for hotspot detection is given by,

T = V oI(S(Γi), S(Γj))− λE(S(Γi)). (5)

The idea of consensus segmentation is to generate a base mea-
sure of variation of information and then compare all other seg-
mentations with the base measure. The common empirical base
measure is the mean of variation of information measure be-
tween different segmentations, in this case, S(Γ). The parameter
λ normalizes contrast value with respect to VoI measure.

Given that there are n different clusterings applied to ther-
mal image, there are n different segmentations. To compare a
segmentation S(Γi) with other segmentations, a total of (n− 1)
number of VoI measures may be calculated following (1). There-
fore, for the ith segmentation S(Γi), the base measure of VoI is
the average of (n − 1) VoI measures between (S(Γi), S(Γj)),
where j = 1, 2, · · · , n, j 6= i. Given all n segmentations, there
are n average VoI measures for each of the S(Γi). The segmenta-
tion representing the minimum of these n average VoI measures,
S∗, is the seed segmentation to initiate detection of the hotspot
region.

In the next phase, each pixel of S∗ is checked against its
neighbourhood. If the change of segmentation labels of the

neighbors of each pixel of S∗ ensures lower T following (5),
the change of label is accepted. The algorithmic steps of this
proposal is presented next.

1. The iterated greedy local search based minimization of (5)
starts from the top-left pixel position of the thermogram.

2. A vector N8 is populated by the segmentation labels of
8-neighbors of the thermogram pixel. The segmentation
labels are extracted from corresponding pixel locations of
S∗.

Let ytp is the distinct label of a pixel p in the thermogram
at tth iteration. The cost for assigning a new label to yp at
iteration t is given by,

C(yp, yq) = T (1− δ(yp, yq)), yq ∈ N8 (6)

where yq is the labels of pixels neighbor to p. The Kro-
necker delta is given by δ(a, b) = 1 if a = b else δ(a, b) =
0 if a 6= b.

3. The pixel label is updated when the cost is minimized in a
greedy fashion. It is a local search as only the 8-neighbors
of a pixel are considered.

yt+1
p ← arg min

ytq
C(ytp, y

t
q). (7)

The iteration is terminated when less than 5% pixels change their
labels in two consecutive iterations. Fig. 4 shows the decrease in
number of pixels that changes label with the increase in number
of iterations. The segment(s) having maximum average intensity
in S∗ is taken as hotspots. The average intensity of the seg-
ment in S∗ is calculated from the intensity values of correspond-
ing pixels from the original thermogram. We have used clinical
validation to determine hotspot segmentation as mild, moderate
or severe. A related analysis in given in Section 3.1. Next we
present experimental results.

Fig. 4. Plot of the number of pixels changing labels with the
increasing iterations.

3. RESULTS AND DISCUSSIONS

The proposed method is evaluated on the thermograms of arthri-
tis patients. The dataset is created in PMR Department of Agar-
tala Government Medical college, Tripura, India. The dataset is
captured maintaining the protocols related to thermogram cap-
turing. The FLIR T-650sc camera is used for capturing the ther-
mograms with sensitivity of 0.02oC at 30oC. Fifty thermograms
of arthritis patient with resolution of 640× 480 pixels have been
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used in this experiment. The result is compared with the ground
truth to quantify the performance of the method. The ground
truths are annotated using the GIMP software by expert rheuma-
tologists.

VoI based Initialization for consensus segmentation:
Fig. 5 shows the efficacy of the VoI based consensus segmen-
tation. Instead of using S∗, the segmentation is initialized with
the brightest segment (having maximum temperature) and seg-
ment with minimum contrast. These two initializations are
taken from the segment ensemble. The results shown in Fig. 5
have established the importance of VoI based selection of initial
segmentation compared to adhoc initialization for consensus
segmentation.

Fig. 5. Example of consensus segmentation. First row: Original
image and corresponding ground truth. Second row: Initializa-
tion with brightest segment and corresponding segmentation re-
sult (30 iteration). Third row: Initialization with segment having
minimum contrast and the corresponding segmentation result (25
iterations). Final Row: Initialization with S∗ and corresponding
segmentation result (15 iterations).

Comparison with existing methods: Proposed method is
compared with the baseline methods such as K-means, FCM,
Region Growing (RG) and Otsu’s Thresholding (OT). FO-DPSO
is a recent algorithm proposed for segmentation of visual im-
ages [17]. The proposed approach is also compared with [17].
The proposed method is mentioned as PM in Table 1. Different
quantitative measures are employed for the comparison. They
are: (1) Jaccard index (JI) [18], (2) Recall (RC) [18], (3) Preci-
sion (PRC) [18], (4) Over-segmentation (O Seg) [19], (5) Under-
Segmentation (U Seg) [19] and (6) Accuracy (ACC). The higher
the value of JI, the better is the performance of the algorithm.
RC and PRC are considered collectively and for good segmenta-
tion both the parameters should be close to 1. Likewise, O Seg
and U Seg should be close to 1 to represent improved segmenta-
tion compared to over and under segmentation. The comparative
results are shown in Table 1.

Fig. 6 shows that the proposed method is sensitive to the size
of ensemble used. In terms of JI values, the size of ensemble
between [10,15] indicates better performance.

3.1. Clinical Validation
In this section we have compared the features of segmented ROI
with the clinical grading of inflammation. Clinicians grade the

Table 1. Experimental results and comparisons. For details refer
text.

Methods JI RC PRC ACC O Seg U Seg
PM 0.98 0.74 0.54 96.06 0.03 0.04
FCM 0.38 0.38 1 92.06 0 0.61
K-means 0.33 0.34 0.99 83.22 0 0.66
RG 0.57 0.87 0.65 97.84 0.39 0.09
OT 0.35 0.35 1 90.77 0 0.10
FO-DPSO 0.19 0.19 1 79.02 0 0.81

Fig. 6. Evaluation of JI as a function of the size of the ensemble.

inflammation into three categories: mild, moderate, and severe
based on the available clinical and pathological investigation.
ESR, CRP are the pathological investigations whereas, swelling,
tenderness, redness, restriction of movement and warmth of the
surface are the clinical investigations. According to the grading
of the clinician, the dataset can be divided into two categories,
mild and moderate. We calculate the average intensity of the
segmented ROI and plot them as shown in Fig. 7. The average in-
tensity values from ROI of moderate category is indicated using
red diamonds while the same for mild category is indicated us-
ing green rectangles. The plot validates that based on the average
intensity of the ROI, detected using our proposed segmentation
technique, it is possible to identify the mild from the moderate
arthritic category.

Fig. 7. Classification of mild and moderate knee thermograms
from the average intensity of extracted ROI

4. CONCLUSIONS

We propose a quick, reliable and inexpensive tool for detecting
the knee surface area affected by arthritis. We believe that uses
like this should initiate wider acceptability of thermal imaging in
medical diagnosis. The clinical validation of our result is promis-
ing and opens up possibility of future use of our result in arthritis
grading.
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